HFIP Team Telecon Minutes

1400 EST, Wednesday, 22 August 2012
========================================================


Bob Gall led the HFIP telecon held on August 22, 2012 from 1400 -1500 EST. The following items were discussed:

· Project Office updates
· Organization updates

· Next telecon is scheduled for September 5, 2012 @ 1400EST
Participants from NESDIS/CIRA, TCMT, GFDL, JPL, ESRL, OU, FSU, Wisconsin, EMC, Albany, URI, HRD and NRL were present.
Project Office Updates
1) Annual Meeting will be November 7 - 8, 2012 (Wednesday and Thursday).  Paul will give Pam the information.  Homewood Suites is one of the options but the most likely option.  
2) Sjet is up and running since Wednesday last week.  Some groups are already running on sjet.  Other groups are in discussion with Craig to get the runs on.  Machines are full so will not be able to get additional cores that differ from the original plan.
Organization updates:

NESDIS
1.  Task 1 – put together a GOES database comparing real GOES with synthetic imagery student working on it on track 
2. Task 2 – EMC request to run diagnostic verification program for HWRF during the season – did that end of July and will do it again at the end of august, monthly during the season, some of the changes to the model improved the forecast at the large scale shear and reduced the biases.  
3. Task 3 – run the SPICE model; had it going with the regional models and Kate got the SPICE model running with the GFS ensemble

4. Task 4:  NOPP Task to convert statistical models to the West Pacific. Finally getting it done; run in September for real time

5. Working on experimental ensemble product that will be on the HFIP website in a day or two
6. Task 5:  small task with University of Wisconsin with Greg Tripoli and Will Lewis diagnostic module going and running some test; support stream 1.5 stuff. Small ensembles for the Atlantic and East Pacific

7. Task 6:  diagnostic workshop with Vijay – presentations posted on line

8. Mark recommended Dave Zelinsky replace Wallace on the Diagnostic team since Wallace left
Question:  Is the SPICE running off of the operational GFS HWRF GFDL? Yes and it will run off of the 20 member experimental GFS.  The 10 member FIM is next.

Question:  Are they aware at JTWC that you are doing that?  Working directly with Buck Sampson and he has been given periodic updates

TCMT

1. Focus on the real time system with Paul MacClasin in the final stages.  Focus on track and intensity plots for stream 1.5 and stream 2.  Tweaking the plots and the work should be done in the next week or two.  
2. Now shifting efforts to adding near real time verification capability to the system.  Verification results available shortly after a storm and have it available on our website.  
3. Working on the HFIP database development with Tier 1, Tier 2 and diagnostic files available. Tropical cyclone verification package to replicate what is seen by NHC. Beta release should be available at the end of august beginning of September for others to use and test out.

GFDL

1.  Matt talked about ensemble, real time should be running fine. Data is streaming in, the website is going strong update real time with graphics, any statistics – need to run a new verification; nest impact on the moisture perturbation may be suggesting the importance of the moisture initiation

2. Morris Operational model still making improvements, higher resolution version but seems to be helping with the negative bias generated with the improved physics; running in near real time with Isaac

Question: Are you seeing the same sensitivity with Isaac that you showed with the diagnostic workshop for Ernesto?  For Isaac, increasing initial moisture by 10% in the core of the storm makes a difference by day 5 between cat 3 and below cat 1; a lot of spread with that perturbation moisture is big player with this storm as well
JPL

1.  We have a linear operator for Trim tmi microwave radiances based on correlations from the model and HWRF satellites; tested the operator on data it was not trained and obtained acceptable results; also quantified the observation error vs. the satellite simulator, using the operator for preliminary data assimilation evaluating the results and will be able to report on the results by the next meeting.

2. Working on the data portal which is working and transitioning to a new server. By Monday will send a link to the data portal collecting satellite data in real time and also when airborne; collecting data to use in a similar fashion for the data assimilation effort done by Jeff.  
3. Looking at the new assimilation by HWRF and plan to do similar analysis; how important is it to include different storms in the development of the background covariances

ESRL

1.  Stan – ensembles are running, FIM members are a coarser resolution since we don’t have the sjet connection going but mixed ensemble with the 10 members each is an enhancement of the 20 member GFS ensemble; hoping to have a 60km and a 30 km FIM running in the next couple of days (running on sjet)
2. Advanced version of FIM running on Zeus that has a fourth order of diffusion; makes more intense vortices, a 15 and 10 km version to run on zeus

3. Participated in a Model inter comparison for global dynamic cores at NCAR – all the major international centers were there; out of idealized test we were able to get some numerical improvements that are in develop and testing

4. Updates to FIM website to link to the HFIP website

Question: do you have verification on the FIM esp. on the ensemble? Not currently

Question:  Paul is not currently set up to do that but working on it for the next couple of weeks.

Bao

1. Working with EMC to set up a test for HWRF real time in parallel run in which the GFS PBL scheme is replaced with an improved PBL Scheme.  System up and running; 

2. idealized vortex initialization option finished testing in the HWRF 2012 code and next step is to get in contact with Ligia at DTC to further  test and make it available in the DTC repository officially
OU

1. We continue our development and research efforts for the HWRF hybrid data assimilation. Focus has been on assimilating TDR airborne radar data for the high resolution inner domain using the HWRF hybrid data assimilation system.

2. We modify the GSI sensor air rhythm so that information in the airborne radar data are more properly maintained. 
3. Added a module to the GSI to control assimilation interval; 
4. EnKF code modified to include TDR data; 
5. Conducted DA cycling forecast experiments using HWRF hybrid data assimilation system – test selected was hurricane Irene 2011 4 experiments so far – GSI, EnKF, hybrid and assimilating no TDR data at all.  Track and intensity data evaluated. The three experiments assimilating TDR data were much better than the one not.  Hybrid and EnKF are comparable and better than GSI.  Also compared to official HWRF forecast our track and intensity had better performance than official. 

6. Verified analysis by comparing to independent observations including flight level winds and SFMR winds.  Also doing radar wind analysis from HRD to verify the pattern by the different data assimilation methods.   
FSU

1.  Continuing same as last year but in the research mode, exploring the inclusion and exclusion of forecast for ensembles; one set of forecast for all named storms (2x a day) placed on HFIP website.  
Question:  How many models are in your ensemble? 15 
Question:  do you have any results from initial verification?  For the ensemble, the performance is consistently really good and slightly better than last year
Wisconsin

1.  Stream 1.5 forecast since august 1st in real time.  Stream 2 running ensemble with new version of code and testing 4km, 4 member storms – testing and getting results

2. large scale diagnostic code with stream 2 – hope to have it running soon definitely for retrospective cases during the winter

EMC

1.  PBL, HYCOM and real time runs going well

2. As bao stated – improved PBL studies

3. Testing for the nest motion

URI

1. We are working on the coupling the basin wide POM-TC which is  initialized with NCEP global HYCOM RTOFS; coupled to HWRF and GFDL models and looks like it is running 5 day forecast on 4 processors on jet in less than 1 hour
Albany

1.  Running stream 1.5 forecast since august 1 for east pacific and atlantic basin.

2. 15 member ensemble forecast 1 storm per cycle

3. Building a website to look at the reasons why we are getting the divergence for intensity for those forecast

4. Development side – took 35 cases from retrospective cases and looking at the role of different uncertainties in driving ensemble spread in tropical intensity; completed runs with that had  atmospheric uncertainty  will look at ocean and model uncertainty next

5. Diagnostic workshop – computing initial condition and environmental sensitivities for various sets of storms (20 cases from retrospective) look at the role vortex vs. environmental errors in driving intensity changes.  Currently doing it in AHW but will expand into HWRF in the near future. 
6. AHW diagnostic work also

HRD

1. Modeling started running the multiple moving nest 3km resolution.  
2. We had done some physics work last year – how to use observations to improve  model especially the boundary layer as part of the HFIP physics and the modified GFS scheme in the operational model got accepted in the AMS Journal

3. Retrospective runs in East Pac 2 cycles 4 periods :  real time cycle by cycle max can run 4 storms within 8 hours more than 4 storms only run the first four storms
NCAR – not on the line

DTC – not on the line

NRL

1.  Real time runs for the Western Atlantic, Eastern Pacific, west pacific; parallel system with Eric Hendricks tropical cyclone dynamic initialization scheme – big improvement in the spin down issues that occurs in the first few hours of the forecast and potential  improvement in track as well.  
2. Real time products on HFIP web page, working with diagnostic groups and 
3. Doing a lot of real time evaluations now with diagnostics looking at Isaac and the new storm developing in the Western Pacific; 
4. Meeting scheduled to plan to how we want to change the system for next year
Upcoming HFIP Telecon

The next telecon is scheduled for Wednesday, September 5, 2012 1400 – 1500 EST.  
Dial in:  1-877-985-3644     
Passcode:  5846644#
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